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Abstract: Super-resolution of signals and images can improve the automatic detection and recognition of objects of interest. However, the uncertainty associated with this process is not often taken into consideration. This is important because the processing of noisy signals can result in spurious estimates of the scene content. This paper reviews a variety of super-resolution techniques and presents two non-parametric Bayesian super-resolution algorithms that not only take uncertainty into account, but also retain knowledge about the output uncertainty in the form of a full probability distribution. One of the two Bayesian techniques is based on an analytical calculation re-interpreted as super-resolution, and the other is a novel numerical algorithm. Although the algorithms are presented as stand-alone techniques for image analysis, such Bayesian super-resolution algorithms can increase automatic target recognition performance over standard super-resolution.
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1 Introduction

When first introduced, radar systems had low cross-range and range resolutions, and were used primarily for the detection of targets and the estimation of target positions. Modern radar systems, such as synthetic-aperture radar (SAR), have high resolutions of one metre or smaller [1]. With high-resolution radar it becomes possible not only to estimate an object's location but also to recognize the general class of object or type within a class. When target recognition systems employ multiple radar sensors, it is advantageous to directly compare images from the various sensors as images can provide more information than higher level features alone. However, this could prove to be difficult in practice because the images from different sensors have different resolutions.

Rayleigh or classical resolution is defined as the minimum separation required for two closely-spaced equal scattering centres to be distinguished. This is a fundamental limit based on the bandwidth of the transmitted waveform and the physical size of the radar system compared to the transmitted radio wavelength. One way of making signals from different sensors directly comparable is to use super-resolution for the sensors with a poor resolution. Super-resolution is the use of signal processing techniques in high signal-to-noise scenarios to increase the resolution beyond classical limits by using knowledge of a system's point-target response, and by making assumptions about the scene of interest. Once signals from all the sensors have been processed to the same resolution using super-resolution, data from the various sensors can be compared directly and standard pattern recognition techniques can be applied. It should be noted that the resolution improvement factor of super-resolution systems is dependent on the signal-to-noise ratio and it may not be possible to provide a resolution match in cases where the sensors’ original resolutions are widely different. However, regardless of a mismatch in resolution, super-resolution is often said to enhance detection and recognition performance.
[2][3][4][5][6][7][8][9], and is therefore a technique that is of interest to signal and information practitioners.

A good way of combining data from different sources is to use Bayesian statistics. The main motivation behind a Bayesian approach lies in the unique ability of Bayesian statistics to handle uncertain and possibly conflicting pieces of information in a fully consistent manner [10]. In particular, Bayesian theory provides a consistent mechanism for manipulating probabilities assigned to data. Further advantages in the use of Bayesian techniques include the ability to cope with additional prior information and the production of confidence intervals and other statistics of interest for the parameters estimated. Therefore the combination of Bayesian statistics with super-resolution provides a sound basis for carrying out target recognition using a variety of sensors.

This paper presents Bayesian super-resolution as one processing step that could be used as part of a wider information processing framework that incorporates uncertainty about knowledge of a scene. Although described in terms of radar signal processing and motivated by a radar application, the techniques could be applied to other forms of data that follow the same model, such as found in optical image reconstruction, astronomy, ultrasound, mass spectrometry, or medical image analysis. The remainder of the paper is organised as follows. Section 2 establishes super-resolution concepts and outlines some basic algorithms. Section 3 introduces two new Bayesian super-resolution algorithms based on analytic and numerical solutions to the scene estimation problem. Section 4 presents results of the super-resolution algorithms. Finally, conclusions are drawn and recommendations for further work are made in section 5.
2 Super-resolution Theory

2.1 Introduction to Super-resolution

Super-resolution may be defined as the use of signal processing techniques to improve a system's resolution beyond the classical limit. A received signal is considered to be the result of a convolution between a point spread function and a high-resolution representation of the scene of interest. Deconvolution removes the effect of the point spread function and reveals the high-resolution scene. Therefore all deconvolution algorithms are super-resolution algorithms. In radar or communications systems using an array of antennas, weights can be applied to signals received at each antenna to precisely steer nulls in the direction of a nearby strong signal. This allows the direction and power of a second signal to be determined without power leaking from the nulled signal. Since the two targets can be closer together than the Rayleigh limit, this form of processing – sometimes referred to as direction finding – can also be considered to be super-resolution. Radar data is often obtained in the frequency domain and an inverse Fourier transform is applied to obtain data in the spatial domain, which is easier to interpret than frequency data for detection and recognition purposes. The Fourier transform of an ideal point target is a complex sinusoid with a frequency that depends on the position of the target. Therefore any technique that is able to estimate the parameters of multiple sinusoids closely spaced in frequency is equivalent to a super-resolution technique. Accordingly the areas of super-resolution, deconvolution, direction finding, and estimation of sinusoids, are considered to be similar problems.

There are two major classes of super-resolution model. The first class describes the scene as a finite number of point scatterers that can take any position in the scene, and the received continuous radar signal is sampled for digital processing. This is sometimes known as a high-level model [11], the scattering centre model [12], or the parametric model [7]. The advantage of this model is that major
isolated scatterers in the scene, which can often account for the majority of received energy at the radar, are well modelled because of their positional accuracy. The disadvantage is that the number of scatterers in the scene must be estimated as well as their position and amplitude. Without a regularization procedure, algorithms based on this model create a large number of scatterers with small amplitude, which are generally related to noise rather than true structure in the scene. Another disadvantage of this model is that a linear superposition of perfect point scatterers may not completely describe a complex target. Examples of algorithms that use the scattering centre model are MUSIC, ESPRIT, RELAX, and IMP. A detailed review of these and other similar techniques is given in [13].

The second class of model assumes the scene is a continuously varying high-resolution function, and during digital processing we consider samples of this function on a regular grid. It is sometimes known as a low-level model [11], the continuum scattering model [12], or the non-parametric model [7]. This model has the advantage that extended targets are better modelled and the number of parameters to be estimated is fixed according to the sample spacing and size of the scene. The disadvantage is that isolated strong scatterers are less well modelled if they are not positioned at a scene sample point. In a similar manner to the first class of model, when noise is present, algorithms will tend to give non-zero amplitude to areas of the scene with no valid target, unless a regularization procedure is used. Since fixed-dimensional algorithms (where the number of parameters to be estimated is known) are easier to implement in a Bayesian framework than trans-dimensional ones, the remainder of this paper concentrates on the non-parametric super-resolution model. The potential for trans-dimensional Bayesian techniques is discussed in section 5.

### 2.2 Non-parametric Super-resolution

In the non-parametric model, the scene of interest is assumed to have a high-resolution back-scattering coefficient or distributed radar cross section (RCS), which is a function of measurement
geometry. In this context, high-resolution is defined as a signal whose power spectrum has a high bandwidth. For generality, the following discussion refers to images, in which case the distributed RCS is a two-dimensional quantity. However, the same arguments apply to one-dimensional range or cross-range profiles. When imaged by a coherent radar the distributed RCS gives rise to a complex scattered field value. An RCS-to-field scattering model is described in [13]. The image formation process is equivalent to the convolution of a point spread function (PSF) and the high-resolution complex field representation of the target. This effectively places an amplitude-scaled copy of the PSF at each location on a sampled grid. A bulk phase is present in the complex image, which is due to the distance between the radar and the target. In addition to this, the various scattering mechanisms on the target have a phase relative to each other dependent on their precise position and construction, and thus coherently sum to produce a single complex number at each image sampling point. The imaging process is described mathematically by

$$g = Tf + n,$$

where $f$ is a complex vector denoting the raster-scanned high-resolution 2D target representation, $g$ is a complex vector representing the resultant raster-scanned low-resolution image, and $T$ is an appropriately formatted Toeplitz convolution matrix that applies the effect of the PSF [13]. A Toeplitz matrix $T$ has structure such that its $ij$th element $T_{ij}$ is a function of only $(i-j)$ and thus has identical elements along its main diagonal and sub-diagonals. Clutter is implicitly included in the scene representation through the use of non-zero complex values at positions in the vector $f$ corresponding to spatial positions near a target but not actually within the target boundary. Thermal noise in the radar receiver is modelled by $n$, which is a zero-mean circularly complex Gaussian random variable with a diagonal covariance matrix $N$. 
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There are many non-parametric super-resolution algorithms in the literature. In the remainder of this section two particular algorithms will be discussed: least squares and minimum mean-square error. Bayesian super-resolution is discussed in more detail in section 3. Other popular super-resolution algorithms not detailed here include singular value decomposition (SVD) [14], super spatially-variant apodization [15], Capon's maximum-likelihood method [16], the amplitude and phase estimation of a sinusoid (APES) algorithm [17], high-definition vector imaging (HDVI) [18], and maximum entropy [19]. A review of these and other non-parametric super-resolution algorithms is given in [13].

### 2.3 Least Squares

The benchmark solution against which other non-parametric super-resolution algorithms are often compared is the Moore-Penrose matrix pseudoinverse. This is a well-known least-squares (LS) procedure for solving systems of linear equations and is the basis for super-resolution algorithms such as [20]. The approach minimizes, with respect to the recovered scene $f$, a cost function

$$ J = \|g - Tf\|^2, $$

(4)

which is the sum of squared differences between the measured image $g$ and the noiseless image $Tf$ that would be produced given the solution $f$. Differentiation of the cost function with respect to $f$ and setting the result equal to zero gives the estimate for $g$ as

$$ \hat{f}_{\text{inv}} = (T^H T)^{-1} T^H g. $$

(5)

The $H$ superscript denotes the Hermitian (complex conjugate) transpose of a matrix. The least-squares solution gives good results for general well-conditioned algebraic problems of the form $g = Tf$, where small changes due to noise in the measured data $g$ result in small changes in the solution $f$. However, the specific super-resolution problem we are interested in is ill-posed as stated due to the structure of the PSF convolution matrix. Small changes in $g$ result in large changes in $f$. Super-resolution
performance using the pseudo-inverse algorithm is therefore usually poor due to the ill-conditioned nature of the problem – a large number of spurious scatterers are often placed at positions where there is no valid target. A general discussion of ill-posed and inverse problems is given in [21] and aspects of their applicability to radar super-resolution are discussed in [22].

2.4 Minimum Mean-Square Error

A similar approach to least squares is the minimum mean-square error (MMSE) technique. The object of the MMSE approach is to choose the linear operator $R$, such that the super-resolution solution given by $\hat{f}_{\text{mmse}} = Rg$ minimizes the expected norm $J$ of the reconstruction error:

$$J = \left\langle \left\| \hat{f}_{\text{mmse}} - f \right\|^2 \right\rangle.$$

(6)

If the a priori statistical distribution of the estimate of $f$ is a zero mean Gaussian distribution with covariance matrix $W$, then the solution is given by [23] as

$$\hat{f}_{\text{mmse}} = WT^H \left( TWT^H + N \right)^{-1} g .$$

(7)

In this basic form when $W$ is fixed in advance, the MMSE solution is also known as a Wiener filter. However, in practice $W$ is not known in advance because prior knowledge of the scene is not well defined. Therefore an iterative scheme that estimates the $W$ matrix from measured data must be used [24]. In one scheme, $W$ is set to the identity matrix for the first iteration and in subsequent iterations it is estimated from the $\hat{f}$ of the previous iteration. Any element of $\hat{f}$ whose power is below a threshold is assumed to be homogeneous clutter and the combined variance of all these elements is calculated and entered into the appropriate diagonal elements of $W$. Any element $i$ above the threshold has its variance set to $\hat{f}_i^2$ and entered into the appropriate diagonal element of $W$. Therefore $W$ is always diagonal and has a high variance where there is a valid target or a large scatterer. The procedure is
repeated by alternately estimating $W$ and $\hat{f}$ until a termination criterion is met when $\hat{f}$ changes by less than a specified amount between iterations. This particular algorithm is referred to as thresholded minimum mean-square error (MMSE-T) super-resolution. Another algorithm that works in a similar manner to MMSE-T, by partitioning the data into target and clutter pixels, is semi-sparse MMSE [25]. However, that algorithm requires prior knowledge of target and clutter statistics. The dual-model super-resolution technique of [26] also divides the data into target and clutter regions. An alternative formulation of MMSE super-resolution is given in [27] and is categorized as adaptive pulse compression.

If $W$ is fixed to be the identity matrix and the noise level is set to zero then a single iteration of the MMSE algorithm is identical to the least squares solution. This demonstrates a failing of the LS algorithm – it effectively assumes no noise is present in the measured data, over-fits the data, and results in a very noisy output. In the MMSE algorithm, the noise covariance matrix $N$ acts as a regularization parameter, allowing there to be a difference between the measured data and modelled data commensurate with the noise level. A disadvantage of the basic MMSE algorithm is the requirement to know the noise power in advance but there are a number of ways to estimate it. One of these is to make a measurement of an area in the scene where there are known to be no targets or clutter present. This could be done by selecting a shadowed area of an image and calculating the variance of the pixels in that area. However, it may be difficult to automatically segment the image into shadow and non-shadow areas. A different way of obtaining noise-only data would be to have the radar point at an area of the sky where there are no targets. Alternatively, rather than measuring it, the noise power could be calculated directly from the formula $kTB_nF_n$, where $k$ is Boltzmann's constant, $T$ is the temperature of the radar receiver, $B_n$ is the noise-equivalent bandwidth and $F_n$ is the noise factor. It would be advantageous if the noise power could be estimated without image segmentation or the need...
to make independent measurements because these operations introduce extra complexity into the
system. One procedure for automatic noise power estimation integrated with the MMSE technique is
given in [28].

3 Bayesian super-resolution

3.1 Introduction

Several non-parametric Bayesian super-resolution algorithms for both radar and non-radar
applications have been proposed in the literature. One approach in [29] is to find the maximum of the
target cross-section posterior probability density function using an expectation maximization algorithm.
In the particular problem studied there, the possibility that the image under consideration is defocused
is also taken into account. The defocusing is represented as known and unknown parts of the point
spread function. This provides some level of robustness with respect to the fact that the PSF is known
only to a certain accuracy. In [19] maximum entropy is used to choose the prior probability
distributions in a Bayesian model and the conjugate gradient method is used to maximize the posterior
probability. In [30] it is stated that standard image restoration using a Tikhonov prior produces overly-
smooth solutions, therefore an edge-preserving function and hyper-parameters are introduced in the
form of prior information. In [31] an image restoration algorithm is applied to emission computed
tomography data. The model follows Poisson statistics and uses a neighbourhood function, which takes
into account correlations between adjoining pixels. As with [30], the algorithm simultaneously
estimates hyper-parameters and the restored image. The advantage of this approach over other
Bayesian methods is that it includes uncertainty in estimates of the hyper-parameter values. In [32]
variational methods are used to approximate the true Bayesian posterior distribution in medical and
industrial deconvolution problems. This procedure converts an intractable analytic solution to a
tractable one. Although the above algorithms are formulated in a Bayesian framework they often give the mean or most likely image rather than analysing the full uncertainty as is done by the algorithms introduced in this paper.

Recently, there has been a surge of interest in multi-frame image super-resolution in which a group of low-resolution images of a scene are combined to produce a high-resolution image of that scene [33]. Many multi-frame super-resolution algorithms are based on Bayesian statistics. In [34], for example, a Gaussian Markov random field is used as a prior density for the high-resolution image to incorporate knowledge that adjacent pixels in the image are correlated. The maximum a posteriori (MAP) solution is then found using a Markov chain Monte Carlo (MCMC) approach based on the Gibbs sampler. The approach is extended in [35], where outlier-sensitive bilateral filtering is used as a post-processing method to suppress image artefacts introduced during super-resolution. In [36] the low-resolution image registration parameters are considered as nuisance parameters and are marginalized to leave a function that can be optimized with respect to the high-resolution image. This procedure outperforms methods where the registration parameters are estimated via a MAP method and are fixed before the high-resolution scene is estimated. Although multi-frame image super-resolution algorithms are powerful, the radar target recognition application considered in this paper would have available only a single image, with a high dynamic range, with which to perform super-resolution. Therefore the advantages of these algorithms, such as the use of multiple frames and a limited dynamic range, are not applicable to this work.

3.2 Imaging Model

The imaging model used for Bayesian super-resolution is the same as that introduced in section 2.2, whereby the image is considered as the convolution of a point spread function with a high-resolution scene representation and the addition of Gaussian noise. However, under a Bayesian model
all information must be represented by a probability density function (PDF). In this case, the PDF of the image $g$ is dependent on the target representation $f$ and is written as $p(g|f)$. The imaging model is then defined as

$$p(g | f) = \frac{\exp \left[ - (g - Tf)^\top N^{-1} (g - Tf) \right]}{\det(\pi N)}, \quad (9)$$

where the terms are defined in section 2.2. It is important to note here that the numerical Bayesian technique described in section 3.4 is able to cope with non-linear and non-Gaussian systems by replacing equation (9) with the appropriate form.

### 3.3 Analytic Bayesian Solution

The Bayesian approach to super-resolution is a probabilistic way of modelling uncertainty in our knowledge of the true high-resolution target representation $f$. It is possible that different combinations of $f$ and noise could give rise to the same image due to the interaction of several elements of $f$ in a resolution width. This uncertainty is described by the probability density $p(f|g)$ of the target representation, conditional on the image under consideration. Bayes' theorem gives the posterior density as

$$p(f | g) = \frac{p(g | f)p(f)}{p(g)}. \quad (10)$$

Note that under the model used here the true value of $f$ is deterministic, and the expressions $p(f)$ and $p(f|g)$ respectively refer to the distribution of the estimate of $f$ before and after the data have been considered.

If the prior density of $f$ is a zero-mean multivariate Gaussian defined by

$$p(f) = \frac{\exp \left[ - f^\top W^{-1} f \right]}{\det(\pi W)}, \quad (11)$$
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then under this model it is possible to calculate the density \( p(f | g) \) analytically. The solution is also a multivariate Gaussian distribution and is given by [29] as

\[
p(f | g) = \frac{\exp\left[-\frac{(f - \bar{f})^H C^{-1} (f - \bar{f})}{\det(\pi C)}\right]}{\det(\pi C)},
\]

(12)

where

\[
\bar{f} = CT^H N^{-1} g,
\]

(13)
is the mean of the posterior distribution and

\[
C^{-1} = W^{-1} + T^H N^{-1} T
\]

(14)
is the inverse covariance matrix. With algebraic manipulation the mean can be re-written as

\[
\bar{f} = WT^H (TWT^H + N)^{-1} g,
\]

which is in fact the same as the basic form of the MMSE solution given in Section 2.4. However, the Bayesian solution provides more information than MMSE in the form of the covariance matrix, which measures uncertainty in the recovered scene.

### 3.4 Numerical Bayesian Solution

In general, for a non-Gaussian prior distribution or more complicated models, it will not be possible to derive a simple analytic solution similar to that of the previous section. Calculation of the normalization constant \( p(g) \) for the posterior distribution in equation (10) is usually not tractable. For most physical and processing models, statistics of interest such as the mean and covariance will not be available analytically either. In such cases, rather than making simplifications to allow analytic inference on the posterior distribution, sophisticated statistical models can be maintained by drawing samples from the posterior distribution \( p(f | g) \). All inferences can then be made through consideration of these samples. In most circumstances it is not possible to sample directly from the posterior distribution, therefore a Markov chain Monte Carlo (MCMC) algorithm is used. The particular algorithm used here is the Metropolis-Hastings (M-H) algorithm [37]. Note that for the Gaussian...
imaging model considered in this paper it is unnecessary to use this sampling approach as the analytic solution has already been found – see equation (12). However, the analytic solution allows a comparison with the MCMC approach and aids understanding of the M-H algorithm output. A more advanced scattering and imaging model are used in [13] and [38] where an analytic solution is not available.

The Metropolis-Hastings algorithm is an iterative method for generating samples of a probability distribution. For the case considered here the samples represent the probability density $p(f|g)$. One advantage of the algorithm is that it is necessary only to know the shape of the distribution $p(f|g)$ – there is no need to calculate the normalizing factor $p(g)$. The likelihood of the image $p(g|f)$ was given by equation (9). With choice of a suitable priors for $p(f)$ the quantity of interest is then

$$\pi(f | g) = p(g | f) p(f).$$

(15)

Each element of the estimated vector $f$ is considered to be a separate variable, although element values may be correlated. During the update at the $i$th iteration, a proposed new sample for a single element of $f$ is generated from a proposal distribution $q(f_{i+1} | f_i)$. The proposal distribution may take a wide variety of forms, each having their advantages and disadvantages as discussed in [37]. The proposed sample is accepted with probability

$$\alpha(f^i, f^{i+1}) = \min\left[1, \frac{\pi(f^{i+1} | g)q(f^i | f^{i+1})}{\pi(f^i | g)q(f^{i+1} | f^i)}\right].$$

(16)

In other words, at each step a new sample is generated; if it is more likely (including the effect of the proposal distribution) than the current sample it is always accepted but less likely samples are also accepted with a certain probability. This avoids the problem of getting trapped in local maxima – the purpose of the algorithm is to explore the entire distribution rather than find a single optimal value. If the proposed sample is rejected then the current sample is copied and used in the next iteration step. Initial samples generated depend on the starting position and must be discarded if they are not
reasonable values of the distribution. These samples form what is known as the burn-in period. The remaining samples are distributed as $p(f|g)$, as required.

It has been assumed in the above discussion that the variance of the thermal noise is known. If desired, it is possible to include the noise variance as an additional unknown parameter to be estimated as part of the Bayesian framework [39]. Alternatively a heuristic method for estimating the noise variance, such as that suggested in [28], could be used.

4 Results

In this section we present the results of Bayesian super-resolution when applied to a simulated data set. A small one-dimensional example has been chosen to illustrate the potential of the super-resolution technique in an easily understood manner. In practice, the size of measured data sets would be larger than that discussed here.

The simulated scene consists of two complex-valued point targets in uncorrelated clutter at a signal-to-clutter ratio of 20 dB. The two targets are in phase, each with a phase of 45 degrees with respect to an arbitrary reference; the clutter has random phase. The power profile of the scene is shown in Figure 1. A point spread function was applied to the scene and thermal noise added at a signal-to-noise ratio (SNR) of 20 dB. The resulting low-resolution signal is shown in Figure 2. The point spread function was a modified sinc function that has previously been used in [29] to demonstrate super-resolution algorithms in systems where there is some level of defocus. The continuous form of the function is $T(x) = T_0(x) + \theta T_1(x)$, where

$$T_0(x) = \frac{\sin(cx)}{cx}, \quad (17)$$

$$T_1(x) = i \left[ cx \sin(cx) + 2 \cos(cx) - \frac{2 \sin(cx)}{cx} \right]. \quad (18)$$
The focus parameter $\theta$ was set to a value of 0.1, which is roughly equivalent to an uncompensated quadratic phase error of $4 \times 10^{-3}$ ms$^{-2}$ for typical airborne radar system parameters [13][40]. In the simulations carried out for this paper, the parameter $c$ is arbitrary as it scales the $x$ axis. The noisy image, point spread function, and SNR were used as inputs to the Bayesian super-resolution algorithms. The prior covariance matrix used was a diagonal matrix with all elements set to 1000.

The power range profile derived from the mean of the analytic solution is shown in Figure 3. It can be seen that there are some differences between the estimated mean profile and the true scene shown in Figure 1. The existence of the two targets at positions 7 and 11 has been correctly identified and their power is in the correct order of magnitude. However, the mean estimated scene profile demonstrates bias in the complex-field estimates, which is introduced by the noise in the image. The sample values at positions 4, 5 and 6 all have high mean powers, when ideally they should be close to zero. Not much can be done to alleviate this problem – noise places an ultimate limit on super-resolution performance.

Also shown in Figure 3 is the analytically-derived variance as a function of position. Most positions have a low-to-medium variance but the variance of the centre position is very high. To analyze all information about uncertainty in the recovered scene the full covariance must be examined. A graphical representation of this matrix is shown in Figure 4, where the real parts of the $ij$th elements of the matrix are displayed. The variance graph in Figure 3 is a plot of the diagonal values of this matrix. Most values of the matrix are near to zero, which implies a low correlation between the scene values at widely separated parts of the image. However, there is a strong negative correlation between adjacent positions, evident from the dark squares on the sub-diagonals situated one position away from the main diagonal. This is to be expected because the effect of two adjacent scene values on the image tends to get blurred out by the point spread function. Thus when either the first scene value is high and the second is low or vice versa a similar image will result. However, if both scene values are high or
low the image would look different. The negative correlation is especially strong between the central position and its two adjacent positions. This provides an explanation of why the variance of the central position is so high: whether the central value is high or low, its effect is minimized by changes in the value of adjacent positions that result in a modelled image consistent with the measured input image. Note from equation (14) that the posterior covariance matrix is completely determined by parameters known before the image is observed: the prior scene covariance, the noise covariance, and the point spread function. This means the true scene has no influence on the posterior covariance matrix. Since the prior and noise covariance matrices are uniform over the scene, it is the action of the point spread function that creates a high posterior variance at the central position.

The sample-based mean and covariance of the numerical Monte Carlo Bayesian super-resolution algorithm are very similar to those calculated using the analytic algorithm. The MMSE-T algorithm output is also similar to the mean analytic estimated profile. These results are not shown here for reasons of space.

A graphical comparison of the distribution given by the analytic and Monte Carlo Bayesian solutions for three positional values is shown in Figure 5 and Figure 6. In each diagram the analytic result is represented by a square symbol plotted at the mean of the distribution and an ellipse representing the covariance between the two variables is displayed. The size of the ellipse is selected such that its semi-major and semi-minor axes are equal to one standard deviation in a direction along each axis. The major axis of the ellipse is oriented along the line of highest correlation. The Monte Carlo result is represented by the sample values output by the M-H algorithm. In Figure 5, the diagram shows the real and imaginary parts of the recovered scene at positions 10 and 11. For both positions there is a good agreement between the location and spread as determined by the two methods. Figure 6 shows the correlation between the real part of the recovered scene at positions 9 and 10. Agreement between the Monte Carlo and analytic results in both the direction and degree of correlation is also very
good. The main difference between the two methods is that the samples do not fully cover the extreme tails of the distribution so the variance calculated from samples is slightly lower than the analytically derived result.

The above analysis is highly detailed given that the considered scene simply contains two ideal scatterers embedded in uncorrelated clutter. This has only been possible through the use of Bayesian statistics. Other super-resolution algorithms give a single solution to the problem and do not allow uncertainty in the recovered scene to be analyzed. The discovery of correlation between adjacent positions is a particularly useful result because this explains why there are many possible solutions to the super-resolution problem consistent with noisy data. While the existence of correlations could have been conjectured from a qualitative analysis, the Bayesian approach has given precise information as to which values are correlated and by how much. When super-resolution is used without a further specific application, this information is useful in determining why the results are good or bad for a certain scene and SNR. However, the full value of the Bayesian approach is achieved when a further stage of processing, such as automatic target detection or recognition, is used after super-resolution. In this situation uncertainty in the scene can be used as a numerical input to the next processing stage. This could be crucial in a decision-making process, where existence of uncertainty changes the decision boundary. The process of combining super-resolution and automatic target recognition (ATR) is examined in detail in [13].

The analytic solution is relatively easy to implement computationally because it consists simply of calculating a vector and a matrix from other quantities using addition, multiplication and the matrix inverse. In a direct implementation this results in an algorithm with runtime of order $n^3$ where $n$ is the number of samples or pixels in the signal or image. However, since the structure of the PSF matrix $T$ is Toeplitz, computation could be speeded up by means of a fast Fourier transform (FFT) [41]. The Metropolis-Hastings algorithm is somewhat more difficult to implement due to its additional
complexity. The run time in a direct implementation is of order $mn^3$, where $m$ is the number of samples required to represent the distribution. As before, an FFT could be used to speed up the computation. Although the Metropolis-Hastings algorithm is slower to run than the analytic solution, it is more general in that it can be applied to non-linear and non-Gaussian systems.

5 Conclusion

Super-resolution of signals and images can improve the automatic detection and recognition of objects of interest [2][5]. However, the uncertainty associated with this process is not often taken into consideration. This paper has presented two non-parametric Bayesian super-resolution techniques that not only take uncertainty into account, but also retain knowledge about the output uncertainty in the form of a full probability distribution. This knowledge could be used as part of a wider framework for target detection and recognition. Using measured 2D radar data, it has been shown in [13] that such Bayesian super-resolution algorithms can increase automatic target recognition performance over standard super-resolution.

The algorithms presented in this paper are applicable to radar images as well as any other data that follows the same model used, such as optical or ultrasound images. However, radar data is often modelled as a set of discrete point scatterers with certain properties. It is possible that this type of parametric model could be incorporated to a Bayesian super-resolution algorithm. This would require the use of trans-dimensional techniques, such as reversible jump Markov chain Monte Carlo (RJMCMC), to estimate the number of parameters in addition to the parameter values themselves [11]. Such an approach to radar data processing should be the subject of future research.
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**Figures**

![Figure 1: Power profile of the true-scene complex field](image-url)
Figure 2: Magnitude of a low-resolution noisy image with an SNR of 20 dB.

Figure 3: Analytic Bayesian solution: mean power and variance range profile.

Figure 4: Analytic Bayesian solution: real part of the covariance matrix.
Figure 5: Comparison of real and imaginary sample values output by the M-H algorithm, and covariance ellipses from the analytic Bayesian solution.

Figure 6: Comparison of adjacent sample values output by the M-H algorithm, and the covariance ellipse from the analytic Bayesian solution.